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Abstract 
 
Education provides both investment and consumption benefits; the former being realized after 
schooling is completed but the latter accruing only while schooling is actually taking place. In 
this paper, we quantify the importance of consumption value considerations to schooling 
decisions in the context of higher education and examine the implications for colleges’ strategies 
for attracting students. To do so, we estimate a discrete choice model of college demand using 
micro data from the high school classes of 1992 and 2004, matched to extensive information on 
all four-year colleges in the U.S.  We find that most students do appear to value college attributes 
which we categorize as “consumption,” including college spending on student activities, sports, 
and dormitories. In fact, students appear to be more willing to pay for these non-academic 
aspects of colleges than typical academic aspects, such as spending on instruction. Estimates 
suggest that this taste for consumption amenities is broad-based among many student groups, 
whereas taste for academic quality is confined only to the high achieving. Consequently, policies 
that reallocate financial resources away from these non-academic aspects to instruction would 
not enable most schools to attract more or better students, as some policy-makers suggest. 
However, since student preferences for college attributes are very heterogeneous different 
colleges face very different incentives for changing their characteristics depending on their 
current student body and those they are trying to attract. 
 
Our empirical approach makes a number of improvements on existing literature, including 
accounting for unobserved choice set variability created by selective admissions, controlling for 
fixed unobserved differences between schools and price discounting, and permitting greater 
preference heterogeneity. 

* We would like to thank Jon Bartik, Michael Gelman, Jonathan Hershaff, Max Kapustin, Geoff Perrin, Nathan 
Schwartz, Elias Walsh, and Tamara Wilder for their research assistance.  We would also like to recognize the 
valuable comments and suggestions provided by various seminar participants.  Jacob can be contacted at 
bajacob@umich.edu; McCall can be contacted at bpmccall@umich.edu; Stange can be contacted at 
kstange@umich.edu.  All errors are our own. 
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 “Boys and girls and their parents too often choose an educational institution for strange 
reasons: because it has lots of outdoor life; a good football team; a lovely campus; because the 
president or the dean or some professor is such a nice man” (Tunis 1939, p. 7).   
 

1. Introduction 

Economists’ treatment of education traditionally employs the human capital framework 

developed by Becker (1964).  In this framework, education is viewed primarily as an investment 

wherein individuals forgo current labor market earnings and incur direct costs in return for 

higher future wages.  The original theoretical work by Becker (1964), Ben Porath (1967) and 

others spurred a tremendous amount of empirical work, which has generally supported the 

implications of the human capital model (Freeman 1986).1   At the same time, the human capital 

framework does not rule out that education may also provide immediate consumption.  Indeed, 

many economists have discussed the consumption value of education. For example, Schultz 

(1963) identifies current consumption as one of three benefits of education, along with 

investment and future consumption.  More recently, Oreopoulos and Salvanes (2011) highlight 

consumption considerations in their recent review of the non-pecuniary returns to education. For 

the most part, however, consumption aspects of education have received relatively little attention 

in the literature.  

 Several trends suggest that consumption may be becoming an increasingly important part 

of the choice of whether, where, and how to attend college.  Babcock and Marks (forthcoming) 

document that academic time investment among full-time college students fell from 40 hours per 

in 1961 to 27 hours per week in 2003 and that this change cannot be explained by compositional 

changes or changes in work and major choices.  At the same time, some observers have argued 

that increased market pressure has caused colleges to cater to students’ desires for leisure (Kirp 

2005). Recent analysis by the Delta Cost Project (2010) found that colleges’ spending on student 

services has outpaced that on instruction for the past decade for all postsecondary sectors.  

Bound et al. (2007) document that college completion rates have declined, primarily among men 

entering two-year or less selective four-year institutions. Low completion despite high returns to 

earning a degree is consistent with schooling serving primarily as consumption rather than 

1 The model implies that the demand for education increases with the years of potential employment, the rate of 
return of education, and the efficiency with which the individual can translate time and money into human capital.  
Conversely, the demand for education will decrease with an individual’s discount rate. 
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investment. Scott-Clayton (2007) shows that college students are working substantially more 

today than in the past, and that the increased labor supply cannot be easily explained by 

compositional changes in students or schools, or credit constraints.2 These trends have put what 

colleges do and what students actually learn while there in the spotlight. For instance, the tension 

universities’ participation in big-time commercial sports creates for their traditional academic 

values was  the subject of Clotfelter (2011) and the extent of learning occurring during college 

was examined by Arum and Roksa (2011).  

 Educational choices may thus mirror a broader shift towards present-day consumption 

and away from investment. Recent macroeconomic literature has documented that the share of 

output that is consumed has increased dramatically since the early 1980s, reducing the personal 

savings rate.3 Just as less investment creates concern about the future productivity of America’s 

physical capital, a greater share of educational resources devoted towards (non-productive) 

immediate consumption creates concerns about the future productivity of America’s workforce. 

In this paper, we attempt to more carefully quantify the importance of direct consumption 

aspects of postsecondary education, how this varies across students, and what implications this 

has for colleges.  As we describe in more detail below, by consumption we mean the direct and 

immediate utility that one derives while enrolled from attending a particular type of schooling or 

a particular institution.4  In contrast to previous work on the subject, our approach is to infer 

demand for consumption aspects of education from students’ college choices.  Just as colleges 

are able to attract students by increasing their academic reputation, students’ responses to 

colleges’ social aspects signal a willingness to pay for consumption aspects.  Our main approach 

is to estimate a discrete choice model of college demand using micro data from the high school 

classes of 1992 and 2004, matched to extensive information about the universe of nearly all four-

year colleges in the U.S. This approach is in the spirit of the standard differentiated product 

2 To the extent that college-related leisure and current income are complementary, this result is consistent with an 
increasing importance of consumption. 
3 Possible explanations include a wealth effect from capital gains, changes in the discount rate and preferences, an 
increase in consumption propensities of older Americans, relaxed liquidity constraints, and government's 
redistribution of resources toward older generations with high consumption propensities from younger ones. See 
Parker ( 1999); Gokhale, Kotlikoff, Sabelhaus ( 1996); Gale and Sabelhaus (1999), Poterba (2000), Juster, Lupton, 
Smith, and Stafford (2005), Greenspan and Kennedy, ( 2007). 
4 Some related literature describes the benefits that education confers on subsequent household production as a 
“non-monetary” or “consumption aspect” of education in the sense that it increases the efficiency of future 
consumption (see Michaels 1973 for a discussion of the education and household production).  These benefits of 
education would not count as consumption value in our framework as they accrue post-schooling. 
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demand models recently used to study product demand (e.g. Berry, Levinsohn, Pakes, 1995), 

residential choice (e.g. Bayer, Ferreira, McMillan, 2007), and school choice (e.g. Hastings, Kane, 

and Staiger, 2009), among others. In this approach, preference parameters are inferred from 

observed college choices, where each college is a bundle of characteristics. 

We find that students do appear to value several college attributes which we categorize as 

“consumption” because their benefits arguably accrue only while actually enrolled. For instance, 

college spending on student activities, sports, and dormitories are significant predictors of 

college choice, and more influential than instructional spending and academic support.  

Specifically, we estimate that students would be willing to pay 7 percent more to attend a school 

that spends 100 percent more on student and auxiliary services (dorms, sports, and food service) 

but is unwilling to spend more to attend a college that spends more on instruction (in fact the 

point estimate is negative). However, there is significant heterogeneity of preferences across 

students, with higher achieving students having a greater willingness-to-pay for academic quality 

than their less academically-oriented peers. The existence of significant preference heterogeneity 

has important implications for how colleges can attract students. Policies that reallocate financial 

resources away from these non-academic aspects to instruction would not enable most schools to 

attract more or better students, as some policy-makers suggest. However, since student 

preferences for college attributes are very heterogeneous different colleges face very different 

incentives for changing their characteristics depending on their current student body and those 

they are trying to attract. 

While it is not obvious ex-ante that these spending categories are good proxies for 

“consumption” vs. “academic” amenities of schools, students’ self-reported preferences are 

consistent with this interpretation.  High school students who list “social environment” as an 

important factor in their college decision are more likely to attend colleges that spend more on 

what we categorize as consumption whereas students who list “academic reputation” as a top 

priority are more likely to attend schools that spend relatively more on instruction. This pattern is 

robust to controls for admission difficulty and unobserved college characteristics. 

Our analysis makes several contributions to the existing literature.  First, we explicitly 

examine the role of non-academic aspects of the college experience in student choice.  Second, 

our estimation strategy addresses several important shortcomings in much prior work on college 

choice.  Specifically, we (1) explicitly account for unobserved choice set variability created by 
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selective admissions; (2) use variation over time to identify the importance of institutional 

characteristics that are fixed within a specific college-cohort (e.g., per pupil spending on 

instruction) while controlling for fixed unobserved differences between schools and also address 

price discounting; and (3) incorporate substantial preference heterogeneity that relaxes the IIA 

assumption to allow more flexible substitution patterns across institutions. Our analysis also 

examines a more recent cohort of students than previous work. 

The remainder of the paper proceeds as follows. The next section reviews the prior 

literature on the consumption value of education and on college choice. Section 3 presents a 

simple model of college choice in order to make explicit the parameters we are interested in 

estimating. Section 4 introduces our empirical strategy and elaborates on the identification 

challenges. Our data sources are discussed in Section 5. Our main results are presented in 

Section 6. Section 7 discusses the implications of student demand for colleges. Section 8 

concludes. 

2. Prior literature 

In this section, we review the prior attempts to estimate the consumption value of 

postsecondary education as well as the extensive college choice literature.  

2.1 Previous Literature on the Consumption Value of Education  

Prior studies have examined the consumption value of education in two different ways: 

(1) comparing the total amount of education one obtains to the income maximizing one; and (2) 

examining the type of degree (or major) one pursues.  

The first line of inquiry has focused on the total amount of education attained.  These 

papers seek to estimate the financially optimal amount of schooling for individuals, and then 

compare it to the observed level of schooling attained.  If individuals consume more schooling 

than is optimal from a purely financial perspective, then one would conclude that schooling itself 

must contribute directly to utility.  In one of the first papers to take this approach, Lazear (1977) 

develops a model to test whether the observed relationship between income and education 

reflects a causal impact of education.  To do so, he develops a model of education that 

incorporates both investment and consumption goods.  He then estimates the parameters of this 

model using data from the National Longitudinal Survey, which follows 14-24 year olds starting 

5



in 1966.  He finds that individuals obtain less than their wealth-maximizing level of education, 

suggesting that education actually has a negative consumption value – i.e., it is a bad.5  

 Kodde and Ritzen (1984) develop a similar model of educational attainment that allows 

schooling to have a direct, positive impact on utility.  They start with the observation that many 

studies show positive income effects of education, which is ruled out in the case of the standard 

model and perfect capital markets.  They also note that studies find different enrollment effect of 

forgone earnings and direct tuition costs, which have been explained in terms of capital 

constraints or measurement error.  However, they point out that these differential enrollment 

effects are consistent with the model they develop.  Specifically, an increase in wage rate will 

reduce enrollment less than increase in the direct cost of schooling because higher wages imply 

greater wealth and people will choose to consume some of this greater wealth by buying more 

education. 

 Oosterbeek and van Ophem (2000) write down a structural model of the determinants of 

schooling attainment that allows utility to be a function of future earnings as well as schooling 

itself.  The model includes two simultaneously determined outcomes: years of schooling and log 

wage rate.  They model the preference for schooling as a function of a student’s grades in the 

final year of compulsory school and the parent’s interaction with the child’s school.  They model 

discount rates as a function of father’s education and occupation.  They include student IQ and a 

quadratic in years of experience and a quadratic in schooling in the wage equation directly.  In 

addition to functional form, their model is identified by assuming that the father’s education, the 

student’s grades and the parent’s interaction with the child’s school only influence schooling and 

do not enter the wage equation directly.  They find that the school preference parameter is non-

zero and depends positively on student grades and family social status, suggesting that 

consumption is a significant determinant of educational attainment.  

A related approach is exemplified by Heckman et al (1999) and Carniero et al (2000). 

They attempt to quantify the psychic benefits and costs of attending college. Using data on male 

earnings in the United States, Heckman et al (1999) find that individuals in the second-highest 

ability quartile enjoy large nonpecuniary benefits from attending college; individuals in the other 

quartiles suffer non-pecuniary costs. Carneiro et al. (2003) estimate that, when ignoring psychic 

5 The paper is not really directly focused on consumption aspects, at least in terms of how we are thinking of them. 
The approach describes income effects in education as consumption value. 
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gains, forty percent of college attendees would regret it. Once they account for psychic benefits 

and costs of attending college, only 8 percent of college graduates regret attending college. The 

authors conclude, therefore, that much of the gain from college is nonpecuniary. 

A second strand of research focuses on the type of degree (or major) that students choose. 

The general intuition in these papers is that an individual’s decision to obtain a degree with a 

significantly lower long-term financial return than the individual could have obtained in another 

field (given the individual’s observed ability) provides evidence that schooling (or at least certain 

degrees) have direct utility value.  For example, Alstadsæter (2009) estimates that individuals 

who attended Teacher’s College in Norway during the 1960s gave up substantial future wages to 

do so.  She calculates that their willingness-to-pay for the teaching degree (relative to a business 

degree) was roughly 35 percent of the present value of their potential lifetime income.  However, 

this study cannot distinguish between an individual’s preference for a particular type of work and 

a preference for a particular type of academic experience.     

Arcidiacono (2004) develops a more comprehensive model of student choice of 

institution type and college major that allows for both direct and immediate utility effects of the 

type of schooling (i.e., the “costs” of studying a particular field in a particular institution) and 

direct (but future) utility effects of working in a particular occupation.  He finds large differences 

in wage returns across college majors, even conditional on student ability.  He concludes that 

preferences for different educational types are critical to decision-making.  Importantly, 

preferences for studying a particular field in college are critical.  

 These approaches are not able to separate an individual’s preference for a particular type 

of work from a preference for college itself. The choice to attend college implies a particular 

career path, which incorporates not only monetary rewards, but different working conditions and, 

indeed, a different “type” of work that may provide different direct utility to individuals.  The 

same is true in the case of a college major.  For example, the choice to major in engineering 

instead of education influences not only how the individual will spend their college years, but 

also the type of work one will do for the duration of their career.   

2.2 Previous Literature on College Choice 
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Our approach deviates from this existing literature by using the college attributes 

demanded by students and supplied by institutions to identify preferences for consumption.6  

Empirical models of college choice have a long history, exemplified by the seminal work of 

Manski and Wise (1983).  In general, discrete choice models of college enrollment have focused 

on estimating the importance of price, academic quality and distance.  In perhaps the most 

thorough application of this approach, Long (2004) estimates a conditional logit model using 

data on high school graduates in 1972, 1982 and 1992.  She finds that the role of college costs 

decreased over this period, and were not a significant factor in the decision to enroll, though it 

continues to be a significant factor in the decision of where to enroll.  Distance also became less 

important while proxies for college academic quality such as instructional expenditures per 

student became more important over time. More recently, McDuff (2007) exploits cross-state 

variation in the cost and quality of public flagship universities and estimates that students’ 

willingness to pay for academic quality is large. There are also a number of papers that use a 

reduced form approach to estimate the effect of academic quality or reputation (as measured by 

USWNP rankings) on number and quality of applicants and student yield. Typical is Monks and 

Ehrenberg (1999) who find that a ranking decline leads institutions to accept more of its 

applicants, have a lower matriculation rate among admitted students, enroll lower-ability 

students (as measured by average SAT scores), and decrease net tuition. 

These models have not traditionally examined college consumption amenities.  However, 

the recognition that college choice depends on a variety of factors beyond investment is not new.  

Writing in 1939, Tunis remarks that “Boys and girls and their parents too often choose an 

educational institution for strange reasons: because it has lots of outdoor life; a good football 

team; a lovely campus; because the president or the dean or some professor is such a nice man” 

(Tunis 1939, p. 7).  Various studies since then have identified social considerations as an 

important factor in the college choice decision (Bowers and Pugh 1973, Keller & McKewon, 

1984; Stewart, et al., 1987; Chapman & Jackson, 1987, Weiler 1996, Rosenbaum, Miller and 

Krei 1996). 

While most of the research that focuses on social considerations is qualitative in nature, 

several studies have attempted to estimate the importance of such factors.  For example, Weiler 

6 Our approach is somewhat related to the approach of Jacob and Lefgren (2007). They find that wealthy parents 
want teachers that both teach and increase student satisfaction. This latter aspect could be considered “consumption 
value” in our framework. 
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(1996) analyzes the matriculation decisions of a sample of high ability students who were 

admitted to a single selective research university.  The researchers administered a survey to the 

top half of the admitted class as measured by academic aptitude.  The survey asked students to 

rate the survey institution and up to two others to which s/he was admitted on a variety of non-

monetary characteristics such as the quality of the social life and the academic reputation. 

Students were also asked about the financial aid and costs of attendance at each school.  Finally, 

the survey asked students to rank his or her top choices.  Using the information, the author 

estimates discrete choice models to assess the importance of various school attributes.  Weiler 

finds that attendance costs and non-monetary institutional characteristics are both significant 

determinants of institutional choice. Among the non-monetary characteristics, those associated 

with non-academic items like housing and recreational options have about the same impact as 

academic concerns such as availability of majors or concentration on undergraduate education. 7  

Using a panel of NCAA Division 1 sports schools, Pope and Pope (2008, 2009) find that 

football and basketball success increases the quantity of applications colleges receive and the 

number of students sending SAT scores. Since the additional applications come from both high 

and low SAT scoring students, colleges are able to increase both the number and quality of 

incoming students following sports success. 

To summarize, while there is ample evidence on the responsiveness of college decisions 

to academic and cost attributes of colleges, there is virtually no evidence on the importance of 

consumption considerations or how this importance has changed over time. This paper attempts 

to fill this gap. 

3. Choice model and parameters of interest 

In this section we describe a simple model of college demand in the spirit of the standard 

differentiated product demand models recently used to study product demand (e.g. Berry, 

Levinsohn, Pakes, 1995), residential choice (e.g. Bayer, Ferreira, McMillan, 2007), and school 

choice (e.g. Hastings, Kane, and Staiger, 2009). In this approach, preference parameters are 

recovered from observed college choices, where each college is a bundle of characteristics.  

Individuals have J total colleges to choose from, each with a variety of different 

attributes. We partition college characteristics into those that are primarily oriented towards 

7 Chapman and Jackson (1987) explore similar factors. Lin, L. (1997) and Donnellan, J. (2002) are marketing 
studies that also are relevant.  Also see Drewes and Michael (2006). 
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academic pursuits (i.e., investment) versus those that are more related to current consumption 

while in school. For instance, we think of colleges’ instructional spending and the quality of 

peers as academic attributes, while intercollegiate sports spending and good weather are 

consumption amenities. In a later section, we more carefully describe the college characteristics 

used in the analysis.  

Individuals receive indirect utility from attending college j that is separable in these two 

dimensions (denoted by Aj and Cj, respectively) and consumption of all other goods (Yi – Tij ) 

where Yi is income and Tij is the price of college j to individual i. Individuals also care about the 

distance from their home to college j, Dij, a proxy for the non-monetary commuting costs. 

Indirect utility is given by: 

 1 2 3 4( )ij i i ij i j i j i ij ijU Y T A C Dα α α α ε= − + + + +  (1) 

where εij is an unobserved individual-specific taste preference for school j. Individuals compare 

the potential utility received from attending each college and choose to attend the college that 

maximizes their utility. 
 We are interested in estimating the coefficients a1i, a2i, a3i, and a4i, which correspond to 

the marginal utility individual i receives from each of the four college attributes. Since the 

absolute level of these coefficients does not matter, we focus instead on ratios between these 

coefficients as measures of the willingness to trade-off one characteristic for another. For 

instance, we interpret a2i/a1i as student i’s willingness to pay in dollars (WTP) for a one unit 

increase in academic quality. The ratio a3i/a2i is the rate at which student i could trade academic 

quality for consumption amenities and maintain a constant utility.     

 

4. Empirical Strategy 

Our objective is to estimate the parameters of (1) in order to calculate the willingness to 

pay for attributes that reflect direct consumption amenities separate from those for academic 

quality. To do so, we estimate a discrete choice model of college choice, taking the supply of 

college attributes as exogenous. Our approach builds on that of Long (2004), but extends her 

conditional logit model in several ways.  Our primary innovations are to account for choice set 

variability created by selective admissions, to control for fixed unobserved differences between 

schools, and to permit greater preference heterogeneity which generates realistic substitution 

patterns between colleges. In this section, we review the basic setup of the model, discuss some 
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critical issues involving identification and interpretation of the parameter estimates, and detail 

our estimation strategy.  

4.1 Basic Setup 

If the random components εij in equation (1) are assumed to be independent and identically 

distributed across individuals and choices with the extreme value distribution, the probability 

that individual i is observed choosing college j is given by the simple conditional logit formula: 

 

1

exp( )
Pr( 1)

exp( )

ij
ij J

ik
k

Enroll
δ

δ
=

= =

∑
 (2)  

where 1 2 3 4ij i ij i j i j i ijT A C Dδ α α α α≡ − + + +   is the value function for school j as perceived by 

individual i. Note that student characteristics that do not vary across their choices (e.g. income or 

race) cannot enter independently into this basic model. In the base model, preference parameters 

do not vary across students: α α=ki k .  The coefficients kα  parameterize the average preference 

for attribute k in the population. In a cross-sectional sample, the parameters of equation (2) are 

identified by differences in the enrollment shares across institutions and subgroups that are 

related to the variables of interest.  If students value instructional expenditure, for example, then 

schools with more spending on instruction should have a greater share of all postsecondary 

students than schools with less spending.  Coefficients on attributes that vary across students 

within schools will additionally be identified by within-school variation. For example, students 

facing a higher price for a given school (e.g. out-of-state students) should be less likely to attend 

if cost is a deterrent to enrollment. Unlike the multinomial logit of Manski and Wise (1983), this 

conditional logit model takes advantage of match-specific attributes between students and 

colleges for identification. 

This model has at least four limitations. First, any component of unobserved demand ijε

that is correlated with the included covariates will bias estimates of students’ willingness to pay. 

This is the classic omitted variable bias problem. Second, selective admissions will effectively 

limit students’ choice set to less selective schools. Attributes of less selective schools will thus 

appear more favorable, since more students will attend them. This is a specific form of omitted 

variable bias caused by a misspecification of some students’ choice set.  The consequence is 

estimated parameters will cofound school selectivity with student preferences. Third, the basic 
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conditional logit model predicts that the substitutability of a pair of colleges is proportional to 

their initial enrollment shares, which is unrealistic if students tend to substitute between colleges 

with similar characteristics.8 We now describe our strategy for addressing all three of these 

limitations. 

4.2 Addressing Omitted Variable Bias 

As with ordinary least squares, if observed college characteristics are related to 

unobserved (or un-controlled-for) college characteristics that also influence demand, then simple 

estimates of (2) may suffer from omitted variable bias. Total capacity is one possible confounder.  

For example, if very large schools have lower tuition or weaker academic standards, a choice 

model that does not control for size will tend to understate student willingness to pay for 

academic quality and overstate the disutility associated with high tuition. For this reason, many 

college choice models include some measure of enrollment. However, the inclusion of college 

enrollment makes it impossible to identify preferences for college characteristics that are 

invariant across students using a single cross-section.   

To see this, imagine that one had data on all students and colleges in the population.  In 

this case, the average likelihood of any particular student attending a particular school would be 

exactly that college’s share of the college market.  Hence, inclusion of fully flexible enrollment 

variables alone would lead to a perfectly fit model.  If one estimates a model using a subset of 

the population, sampling variability alone will determine which schools have sample shares 

greater or less than what would be predicted by the college’s (population-based) enrollment.   

This complication arising from controlling for enrollment are similar to the issues that 

arise when including fixed effects to control for any unobserved desirable characteristics that 

may be related to a regressor of interest. Coefficients on variables that vary only at the school-

level are not identified when enrollment or fixed effects are included.  Importantly, this is not the 

case for college characteristics that vary across students within an institution such as price or 

distance. The coefficients on these variables are identified from differences in the likelihood of 

attendance among students with different values of the characteristic. For example, the 

coefficient on distance is identified by differences in enrollment shares among individuals living 

8 Differentiating shows that the marginal effect of a change in some attribute of college j, zj, on the probability that 
college j is chosen is 1j

j j z
j

dp p pdz α = − 
and the effect from a change for college k is j

j k z
k

dp p pdz α= − . 
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closer to or farther away from a given institution.9  Coefficients on interactions between student 

and school characteristics (the kxα ’s) are identified in the presence of enrollment controls or 

fixed effects in a similar manner.   

Much of the existing college-choice literature does not address this identification 

concern.  For example, Long (2004) includes a quadratic in student enrollment to control for 

school size, and interprets the coefficients on instructional expenditures at the institution as 

measuring the demand for this attribute.   Several structural models of college-choice do address 

this concern by fully specifying the underlying application, admission, and enrollment process 

and observing the distribution of student attributes across colleges (Arcidiacano 2005; Epple, 

Romano, and Sieg 2006).10   

In order to identify the importance of student-invariant college attributes, we stack data 

from multiple cohorts and exploit variation in attributes and enrollment within schools across 

cohorts. If students are willing to pay for an attribute, schools with increasing levels of this 

attribute should see their enrollment increasing over time and one should observe schools with 

high values of this attribute entering the market.  Our preferred model includes school fixed 

effects for the roughly 1300 colleges in our analysis sample, estimated through an iterative 

procedure in the spirit of Berry (1994) and Guimarães and Portugal (2009).11  As a point of 

comparison, we also present models where we control for contemporaneous log enrollment. 

Avery, Glickman, Hoxby, and Metrick (2005) also incorporate fixed effects in a model of 

college choice and use these fixed effects estimates to construct revealed preference college 

rankings.  

In a model with college fixed effects, our identifying assumption is that changes in 

9 Similarly, the in-state versus out-state tuition difference helps identify the coefficient on price by a comparison of 
the likelihood of in-state versus out-state students attending a particular college. One limitation is that many public 
universities place a cap on the number of out-of-states students they enroll, which may be correlated with in-/out-of-
state tuition differentials. 
10  For instance, high-ability students (with many options) are revealing their preference for a particular college’s 
characteristics when they decide to go there.  This strategy requires that one make some assumption about the 
college admission process.  If, for example, one were willing to assume that colleges select the most academically 
talented students that apply, then one could conclude that, all else equal, a college with higher-ability students 
enjoys higher demand than a similarly-sized school with lower-ability students.  And, then one could infer that 
students had a preference for specific attributes of this institution.  The revealed preferences approach to ranking 
institutions, put forth by Avery et. al (2005), is also related. 
11 Briefly, the approach iterates between estimating the main model parameters assuming a given set of fixed effects, 
then updating the fixed effects to equate predicted and sample probabilities. Standard errors are found by inverting 
the numerical hessian for the entire coefficient vector (including the fixed effects). 
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college attributes are uncorrelated with changes in unobserved tastes for individual colleges.  For 

instance, if colleges that increase spending on student services also strengthen other favorable 

attributes (desirable alumni network), then our estimates will overstate the causal effect of 

increases in student services on colleges’ ability to attract students.   Similarly, this model 

implicitly assumes that college characteristics are exogenous from the perspective of school 

administrators. Colleges clearly have some discretion over characteristics such as amenities and 

tuition and could alter them in anticipation of (or in response to) demand changes, creating an 

endogeneity problem. While we cannot rule out this possibility, we believe that the potential bias 

introduced is minimal.12  

In order to control for some potentially important time-varying factors, in some 

specifications we also several other time-varying characteristics associated with each college.  

For example, we control for the unemployment rate in the state in which a college is located in 

the year in which the cohort would have been applying to college in order to account for the fact 

that students may be reluctant to attend college in an economically depressed area if they intend 

to reside in the area after graduation.  In some specifications, we control for binary indicators of 

whether the college is located in the same state and/or region in which the student attended high 

school.  This is meant to control for hard-to-observe factors such as family connections that will 

influence a student’s college choice beyond the distance and cost variables that we already have 

in the model and that will pick up several key differences between in-state and out-of-state 

schools. Lastly, in some specifications we replace college sticker price with the estimated net 

price to account for price discounting across students and schools which may confound estimates 

of demand preferences.13 

Finally, there are several other limitations to the panel model described above.  While 

colleges have some flexibility to adjust enrollment and tuition, neither of these factors is 

perfectly elastic (in the short-run).  For example, an individual college could not quadruple the 

12 It should be noted that if the market responds to a demand for college amenities with the creation of new amenity 
rich schools, then the inclusion of school fixed effects would tend to understate the value students place on 
amenities. In practice, the entry and exit of colleges seems unlikely to be important in our analysis.  Of the 2,853 
college-years in our sample of “regular” four-year colleges, 46 were open only in 1992, 97 were open only in 2004 
and the remaining 2,710 were open in both years.  When we limit our sample to the 2,458 college-years that were 
ever selected by individuals in our student-level data, 13 were only open in 1992 and 51 were only open in 2004.  
13 To implement this, we estimated a model with the net price ratio (price minus grants over price) as the dependent 
variable using the 1996 and 2004 National Postsecondary Student Aid Study. The model was estimated separately 
for six groups (defined by race X sector X in-state) separately by year and with many interactions. The estimated 
model was used to predict net price for students in our analysis sample. Results are described in Appendix E. 
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size of its incoming class to accommodate increased demand due to short-run constraints in 

physical capital.  Similarly, there are probably at least some barriers to entry in the college 

market. These frictions will lead us to understate student preferences for college characteristics 

in the model. 

4.3 Admissions Selectivity and Unobservable Choice Set Variation 

A second concern with the basic conditional logit model is that selective admissions 

necessarily prevents some people from attending certain schools, even if they desire to do so. 

The standard approach models the enrollment choice out of a set of potential schools, which may 

include many schools to which the student did not apply or to which the student would not have 

been admitted had s/he applied.  In doing so, this approach confounds the enrollment and 

admissions decisions and may lead to biased estimates of student preferences. More generally, 

many discrete choice settings are characterized by variation in the effective choice set faced by 

decision-makers, which is often unobserved and/or endogenous.  The IO demand estimation 

literature has primarily focused on settings where all products are generally available to all 

consumers and paid little attention to settings with considerable choice-set variability. 14 Choice 

set variability is pervasive in many situations beyond education, including choice of residence, 

job or occupation, and products that experience supply constraints and stock-outs.  

Conlon and Mortimer (2010) describe two sources of bias in demand estimates when 

failing to account for unobserved choice set variation (product stock-outs in their case). First, 

demand estimates will be censored: products that sell out will have actual demand that is higher 

(at observed prices) than sales would suggest. In our context, preferences for attributes possessed 

by desirable (but supply-constrained) schools will be underestimated. Second, forced substitution 

to less desirable (but unconstrained) products (schools) may overstate the importance of 

unconstrained products’ attributes. These biases will cloud our understanding of the relative 

importance of various attributes in college choice, causing schools to appear to be greater 

substitutes than they actually are, and undermine the credibility of various policy simulations, 

such as the likely effect of new college opening or demand responses to changes in college 

characteristics. Conlon and Mortimer (2010) find substantial bias in vending machine product 

demand estimates that fail to account for stock-outs. Monte Carlo evidence by Desposato (2005) 

14 Seminal papers by Berry, Levinsohn, and Pakes (1995, 2004) and Nevo (2001) focus on cars and breakfast cereal, 
respectively. 
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also finds that choice set variability can bias standard conditional logit estimates. 

Suppose the set of all possible choice sets that can be formed by the J colleges is denoted 

by C* and individual i’s choice set is denoted by Ci. The unrestricted choice set (all schools are 

available) is given by CJ. Then the unconditional probability of the enrollment outcome we 

observe for student i and school j in the data is the probability of i’s enrollment choice 

conditional on a particular choice set and the likelihood of this being their individual choice set, 

integrated over all the possible choice sets. 
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. If all individuals could choose from all schools, then Ci = 

CJ for all i and this reduces to equation (2).   

There are a number of ways that have been proposed to address this issue. First, one can 

ex-ante specify the choice set for each individual directly. While easy to implement, this 

approach inevitably causes errors: some alternatives that are excluded from the choice set may be 

chosen. A second approach is to control for characteristics that may determine choice set 

variation. In this vein, Long (2004) includes flexible interactions between a college’s academic 

quality and student ability (measured by test scores) to control for the likelihood that an 

individual would have been admitted to the school.  A conceptual limitation of this approach is 

that it does not allow one to distinguish between admissions constraints and heterogeneity in 

references by student ability. In addition, the inclusion of these covariates may do a poor job of 

approximating the very non-linear constraint on choice imposed by selective admissions.15 

A third possibility is to estimate a model of choice set determination explicitly. This is 

the approach taken by Arcidiacono (2003) and advocated by Horowitz (1990), which is easiest to 

implement when the choice set is actually observed. In our setting, the choice set is partially 

unobserved since we do not know the full set of schools applied and admitted to (for 1992) and 

do not know admissions outcomes for schools not applied to. In this case, estimation treats the 

individual-specific choice sets as an unobserved variable that is integrated out of the likelihood 

15  Through Monte-Carlo simulations, Desposato (2005) finds that controlling for covariates thought to determine 
choice set selection does a poor job of mitigating bias. 
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value.  To implement this, we would approximate (3) through simulation by drawing a number 

of different choice sets, calculating the probability of enrollment given this choice set, then 

averaging across all the repetitions. Choice sets would be sampled from their probability 

distribution, which is implied by an estimated model of admissions.16  For a large enough 

number of replications, this should approximate the true unconditional likelihood of enrollment.  

This is in the spirit of the approach taken by Conlon and Mortimer (2010) and advocated by 

Desposato (2005).  

However, a simulation-based estimator is computationally intractable for our models that 

include school fixed effects because the simulated likelihood must be calculated for each 

iteration of the parameters and fixed effects.  Instead, we implement a computationally-tractable 

alternative to this simulation-based approach that is simply a standard conditional logit where 

each alternative’s value function is weighted by the estimated probability of inclusion in the 

choice set,  
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ik ik
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ψ δ

ψ δ
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In our context, the weight ijψ is simply the predicted probability that individual i would be 

admitted to school j if he or she applied.   

 ( )ij ipr j Cψ = ∈  (5) 

If the number of possible schools is sufficiently large, (4) will provide a good approximation of 

the simulation-based likelihood described above.17 This weighted model is mathematically 

16 This would involve six steps: (1) Estimate admission as a very flexible function of school and individual 
characteristics and their interactions on the sample of schools students applied to. (2) Draw a set of admissions 
shocks for all individual-school observations. This is a vector of length NxJ (where N is number of individuals and J 
is number of schools). (3) Given the parameters of the admissions model and the vector of admissions shocks, 
simulate admission for all individual-school observations. These admissions outcomes determine the choice set for 
individual i during replication r. (4) For each observation, calculate the probability of enrollment given this choice 
set and store the vector of enrollment probabilities. Predicted probabilities come from the conditional logit model 
and the predicted probability is zero for schools not in the choice set. (5) Repeat steps 2-4 for R replications. (6) 
Average the predicted enrollment probabilities across the R replications to approximate the unconditional 
probability of enrollment. 
17 Appendix D presents simulation results which suggest this approximation is good. Using the parameter values 
contained in column (2) of Table 5 to estimate choice probabilities, the correlation between the observation-level 
likelihood implied by the weighted and simulation-based approaches is 0.9879 overall, with the approximation being 
better for individual-school observations with a high likelihood of acceptance. Table D1 shows these correlations 
separately by the predicted probability of admission.   
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equivalent to including ln( )ijψ as a covariate whose coefficient is constrained to equal one and 

can easily be estimated in standard statistical packages. 
To approximate ijψ  , we use the predicted probability of acceptance from a probit model 

that is estimated with data on college admission outcomes for students and colleges in our 

sample using a very flexible function of student and school characteristics and their 

interactions.18   Appendix C provides more details on the admission model sample and estimates.   

The critical identifying assumption in our approach is that, conditional on the detailed set 

of student and school characteristics we include in the models, there are no unobservable factors 

that are simultaneously correlated with the likelihood of admissions and enrollment.  

4.3 Relaxing the IIA Assumption   

A well-known limitation of the standard conditional logit model is the restriction it places 

on the error terms. While our preferred specifications permit tastes to vary with observed student 

attributes such as academic ability and socioeconomic status, the conditional logic model is not 

able to accommodate tastes that vary with unobserved variables or purely randomly. For 

instance, if tastes vary with respect to an unobserved variable, then it errors are necessarily 

correlated over alternatives and its variance also varies over alternatives (Train, 2003) and the 

logistic model is misspecified. Thus the standard conditional logistic model imposes the property 

of independence from irrelevant alternatives (IIA). That is, the relative choice probabilities for 

any two alternatives will not depend on the presence or characteristics of any other alternatives. 

The relative likelihood of choosing one specific college over another is the same regardless of 

the other colleges available.  

One implication is that cross-elasticities will exhibit proportional substitution. Since the 

ratio of probabilities between two alternatives is always the same, any change in the 

characteristics of a third alternative will impact the two alternatives by the same proportion. For 

instance, the conditional logit model predicts that if Cal State Long Beach increased instructional 

spending, then the share of students attending Cal State Northridge and Harvard University 

would decrease by proportionately the same amount. This pattern of substitution seems 

unrealistic.  

18 Student and school characteristics include student race, gender, SES, high school GPA and standardized 
achievement scores along with measures of the school’s selectivity such as the average SAT score of students in the 
school. Admissions models are estimated separately by the triple interaction of race, college sector, and in-state 
status. 
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To address these concerns, our preferred model lets preference parameters vary with 

observable student characteristics: ki k kx iXα α α= + .  The coefficients kα  parameterize the 

average preference for attribute k in the population and the coefficients kxα captures how 

preferences for attribute k vary with individual characteristics such as gender, ability and 

socioeconomic status.19 

4.4 Remaining Threats to Identification 

Though we have addressed a number of limitations in the previous literature, our strategy 

still has a number of potential threats to identification. First, like most fixed effect panel data 

models, we assume that changes in our variables of interest are uncorrelated with changes in 

unobserved determinants of demand. For instance, if colleges that increased their spending on 

consumption amenities also increased spending on marketing, then we may be attributing the 

effect of the marketing campaign to the importance of spending on consumption amenities.20  

Second, variables we interpret as “consumption” may actually measure something that 

provide labor market returns, and thus be properly categorized as “investment.”  While the 

correspondence between our measures of consumption and students’ self-reported college 

attributes give credence to our interpretation, we cannot entirely rule this out. Though this would 

not necessarily invalidate the credibility of our estimates of the effect of these variables on 

student choice, it would change their interpretation. 

Third, our models assume that students are informed about college characteristics.  If 

some information is hidden, we might misinterpret a lack of demand for an attribute with a lack 

of information about the attribute.  

Lastly, our estimates of the heterogeneity of preferences by student characteristics 

depends on our ability to adequately predict students’ probability of admission to each college. 

Unobserved student characteristics related to both admissions and enrollment may introduce bias 

in our estimates of this preference heterogeneity, which may conflate preferences with selective 

admissions. 

19 Unobserved heterogeneity is not yet incorporated in the model, though future versions of this paper will do this as 
well using a mixed logit model (see Train 2009). The current draft assumes that there is no preference heterogeneity 
within groups defined by these demographic variables. If these demographic variables capture a sufficient amount of 
the variation in preferences then the substitution patterns will be realistic.  
20 To address this identification concern we are currently exploring several instrumental variables and control 
function strategies. 
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5. Data 

In our analysis, we combine student-level data from two nationally representative cohorts 

of high school seniors with college-level data on approximately all four-year colleges in the U.S.  

This section briefly describes the key features of the data used, including the sample 

construction.  For additional detail, see Appendix A.  

5.1 College-Level Data 

We combine data from a number of different sources to construct an unbalanced panel 

dataset of postsecondary institutions for 1992 and 2004. We limit our sample in several ways to 

facilitate our focus on amenities arguably related to direct, immediate consumption value.  First, 

we limit our sample to public and non-profit private undergraduate four-year schools only, 

excluding all two-year (or less) schools, all for-profit schools, and schools offering professional 

degrees only. Second, we drop specialized divinity, law, medical, specialized health (e.g. 

nursing), and art colleges, though we keep engineering, teaching, military, and business colleges.  

Finally, we drop schools with an average of fewer than 50 freshmen or 300 FTEs during our 

analysis years in an effort to eliminate remaining specialized schools which are arguably not in 

many students’ consideration set.  

Total undergraduate tuition and fees for in- and out-of-state students were obtained from 

the IPEDS Institutional Characteristics surveys, as were sector (public or private), and level (4-

year or 2-year).  From this source we also obtained information on religious affiliation, same-sex 

status, historically black college or tribal college status, and whether the institution is focused on 

a specific major area (business, engineering, education, health, law, seminary, etc).  Total 

freshmen enrollment, freshmen enrollment by state, and full-time equivalent students (including 

undergraduate and graduate students) were obtained from the IPEDS Fall Enrollment surveys.  

We use institutional spending in various categories as our primary measures of academic 

quality and consumption amenities. We use expenditures on instruction and academic support 

per FTE as a measure of the institution’s academic quality. The expenditure data comes from the 

IPEDS Finance survey and the Delta Cost Project.21  These categories include expenses for all 

forms of instruction (i.e., academic, occupational, vocational, adult basic education and 

extension sessions, credit and non-credit) as well as spending on libraries, museums, galleries, 

etc. Following the prior literature, in most specifications we also use the average SAT score of 

21 This survey was changed considerably in 2000, but the spending categories are mostly comparable across year. 
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students in the college as a measure of academic quality. We obtained the average SAT 

percentile score (or ACT equivalent) of the incoming student body from Cass Barron’s Profiles 

of American Colleges (1992).22  For 2004, we used the average of the 25th and 75th SAT 

percentile, which we obtained from IPEDS.   

Longitudinal data on consumption amenities are more difficult to come by. Our primary 

measure of consumption amenities is spending on student services and auxiliary enterprises.   

Spending on student services includes spending on admissions, registrar, student records, student 

activities, cultural events, student newspapers, intramural athletics, and student organizations.  

Auxiliary expenditures include those for residence halls, food services, student health services, 

intercollegiate athletics, college unions and college stores. All spending measures have been 

deflated by the CPI-U and are in 2009 dollars. 

Finally, in some specifications (not reported, but available from the authors) we control 

for the cost-of-living in the geographic areas in which each college is located.  The cost-of-living 

index is based on the cost of a weighted bundle of consumer goods.  The data is collected 

annually for a variety of cities across the United States by the Council for Community and 

Economic Research and local Chambers of Commerce.   

Table 1 presents summary statistics of the college data, separately by sector for 1992 and 

2004. Real tuition costs and spending on instruction and student services increased considerably 

during the 1990s, though there are differences across sectors. Public institutions saw a greater 

proportionate increase in tuition prices, while private institutions saw larger relative increases in 

both forms of spending. Furthermore, the average SAT percentile score of colleges’ students 

actually declined over this period.  

Many of these measures are highly positively correlated, as depicted in Tables 2.23  Log 

per-student spending on instruction and student services/auxiliary are positively correlated with 

each other (correlation coefficient 0.55-0.60) and with tuition. Schools that have high SAT-

scoring students tend to spend more on both instruction and student services and also charge 

higher tuition. Cross-sectional correlations are very similar for 1992 and 2004. 

Most important for our identification of models with fixed school effects is the presence 

of independent variation in our main school characteristics over time. For example, schools must 

22 We thank Bridget Terry Long for providing us this data, which she used in her 2004 paper (Long 2004).   
23 Correlations that weight by enrollment yield comparable results.  
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have changes in spending on instruction that are independent from changes in tuition or spending 

on services. The bottom panel of Table 2 reports correlation coefficients on changes in college 

characteristics from 1992 to 2004.  In comparison to the cross-section, the correlations between 

changes in variables over time is much smaller.  

5.2 Student-Level Data  

We combine two nationally representative samples of the high school classes of 1992 

(National Educational Longitudinal Study, NELS) and 2004 (Educational Longitudinal Survey, 

ELS).  Prior work by Long (2004) has utilized data from two earlier cohorts, the high school 

classes of 1972 (National Longitudinal Survey, NLS72) and 1980/82 (High School and Beyond, 

HSB82).  We exclude these from our analysis because they do not have sufficient information on 

college applications/admissions, which is necessary to properly account for separating admission 

from enrollment decisions.24    

These longitudinal surveys follow students from high school into college.  We limit our 

sample to individuals who graduated from high school, attended a four-year institution within 

two years of expected high school graduation, attended a college in our choice set, and were not 

missing key covariates (test scores, race, gender, family SES, college choice, etc).  

We assign out-of-state tuition levels to individuals residing in all states other than the one 

in which the institution is located, so (at this point) we do not take into account tuition 

reciprocity agreements between neighboring states. Tuition does not vary by in-state status for 

private institutions.  As a proxy for the distance between a student’s home and a college, we 

calculate the distance between the centroid of the zipcode in which the student’s high school is 

located and the centroid of the zipcode in which each institution is located. 

Table 3 presents summary statistics for our analysis sample. The bottom panel presents 

statistics on the colleges attended by our sample. Over our analysis period, the real cost of tuition 

increased almost forty percent, from $8,864 in 1992 to $12,295 in 2004, while the average 

distance traveled to college increased from 190 to 208 miles.  Schools attended by our sample 

increased spending on instruction 17 percent over the period and spending on student services by 

roughly 12 percent.  Interestingly, the fraction attending a religious school remained roughly 

24 The NLS72 actually does include a short list of several schools to which each student applied, but in over 90 
percent of cases, the student indicates that he or she was accepted to the school.  Hence, this information does not 
provide sufficient variation to allow us to estimate a credible admissions model.   
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constant at around 18 percent, as did the fraction attending a single-sex school (roughly 3 

percent) and the fraction attending a historically Black college (5 percent). 

    Each of these surveys asked high school seniors what factors they viewed as most 

important in selecting a college.  These self-reported preferences provide some interesting 

descriptive information, and allow us to validate some of our more objective college 

characteristics (see below).  The bottom panel of Table 4 shows that the fraction of students 

citing the reputation of the college, the courses available and the availability of financial aid as 

“very important” has increased from 1992-2004.  The fraction citing factors such as athletics and 

social life also increase substantially from 1992 to 2004. 

For the purpose of the analysis below, we create three composite measures based on a 

simple average of these items.  The variables, standardized using the mean and standard 

deviation from the 1972 cohort, capture the self-reported value that students place on academics, 

cost and social life.25 The summary statistics for these composites shown in Table 3 are for the 

analysis sample, and show an increasing value placed on all three factors.  In the analysis below, 

we rely primarily on the across-student variation in these measures rather than the across-cohort 

variation.      

 

6. Results  

6.1 Extensions to Previous Work 

To provide a direct comparison with previous work, we first extend the analysis of Long 

(2004) by including measures of college consumption amenities into her conditional logit 

specifications.  These results, reported in Appendix B, indicate that we are able to replicate her 

main findings and, more importantly, several different measures of college “consumption 

amenities” are significant predictors of student choice above and beyond all of academic 

measures included in Long (2004). Furthermore, the inclusion of these measures diminishes the 

estimated importance of instructional expenditure.   

Table 4 presents results from comparable models estimated separately by cohort, but 

using a specification that mirrors that used in our subsequent analysis.   Table 4 shows the odds 

ratios and standard errors from our conditional logit model described above, separately for the 

25 This normalization reflects our use of the 1972 cohort in earlier analysis. Subsequent analysis will 
normalize this measure using the 1992 cohort. The normalization base will not have any effect on our results. 
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1992 and 2004 cohort.  Following the prior literature, we include log enrollment to control for 

school size.  Given the cross-sectional identification concerns raised in the previous section, we 

do not interpret these specifications as providing good estimates of preference parameters. 

Rather, this analysis provides a benchmark for subsequent analysis and illustrates the importance 

of including consumption amenities and accounting for selective admissions when estimating 

college choice models.  

In columns 1 and 5, we see that tuition and distance are negatively associated with 

student choice while enrollment, instructional spending and mean SAT score are positively 

associated with choice.  In columns 2 and 6, we add the log of per pupil spending on student 

services and auxiliary enterprises, which we argue measures the level of consumption amenities 

at the college.  Conditional on the measures of cost, distance and academic quality, we see that 

spending on student services is a significant predictor of enrollment.  Specifically, the odds ratio 

of 2.45 in column (2) indicates that a doubling of spending on student services is associated with 

a 145 percent increase in the likelihood a student will attend a given school in 1992.  Note that 

the magnitude of this effect is even larger than the effect of instructional spending.  Because 

school mean SAT and instructional spending are arguably closely related proxies for academic 

quality, in columns 3 and 7 we show results for a model that excludes school mean SAT.  The 

odds ratio on instructional spending does increase, but spending on student services still remains 

a stronger predictor of enrollment than instructional spending.    

As noted earlier, however, failing to account for whether a student would be accepted to a 

given school may bias estimates of the importance of college attributes.   To account for 

selective admissions, the models shown in columns 4 and 8 weight each student-college 

observation by the predicted probability that the student would have been accepted to the 

college.  As expected, the coefficients on both measures of academic quality – instructional 

spending and mean SAT – increase considerably. Failing to adequately account for selective 

admissions may bias estimates of students’ preferences for college attributes that are also related 

to admissions difficulty.    

6.2 Preference Estimates: No Heterogeneity 

Table 5 provides estimates of the choice model pooling the 1992 and 2004 cohorts and 

imposing homogeneity in student preferences.  The first two specifications do not include college 

fixed effects and demonstrate patterns mirroring those for the individual years in Table 4. Cost 
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and distance are major predictors of where students choose to enroll, as is spending on student 

services and instruction. Failing to account for admissions difficulty will cause estimates of the 

desirability academic characteristics – instructional spending and mean SAT – to be understated. 

Estimates in column (2) imply that a doubling of spending on student services is associated with 

an 85 percent increase in the likelihood of enrolling. The increase in enrollment probability 

associated with a comparable increase in instruction is 51 percent. In order to help interpret the 

magnitude of these results and to quantify the relative tradeoffs that students are making, the 

bottom panel of the table reports measures of “willingness-to-pay” (WTP) for each college 

attribute.   For each college attribute, the WTP is given by the (negative) ratio of the estimated 

coefficient on that attribute to the estimated coefficient on log(cost).26  For example, the WTP of 

.214 for instructional spending in the bottom panel of column 2 indicates that students are willing 

to pay roughly 0.21 percent more to attend a school that spends 1 percent more on instruction per 

student.  In contrast, the student would be willing to pay about 0.32 percent more to attend a 

school that spends 1 percent more on student services.  The WTP of .011 on school mean SAT 

indicates that a student would pay 1.1 percent more to attend a school whose mean SAT score is 

1 percentage point higher on the national distribution.  In order to attend a top quartile school (in 

terms of mean SAT measure) instead of a bottom quartile school, a student would be willing to 

pay nearly 50 percent more (i.e., .011 x (79-34) = .495).  The -0.573 WTP for distance indicates 

that a student would be willing to pay 0.57 percent more to attend a school that was 1 percent 

closer.  

As noted earlier, student-invariant college attributes can be identified in a model that 

relies on cross-sectional variation only if one is willing to assume that simple controls for school 

enrollment are sufficient to control for unobserved characteristics that are correlated with size 

and desirability of the college.  Specification (3) includes college fixed effects, meaning that  

identification comes from within-college changes over time in attributes that are associated with 

within-college chances in enrollment.  The inclusion of college fixed effects changes the results 

in several important ways.  First, the importance of cost increases noticeably, with the odds ratio 

going from .146 in column 2 to .008 in column 3. This suggests that expensive colleges also 

possess unobservable qualities that are attractive to students. Not accounting for these fixed 

unobservable attributes may cause cost to appear to be a less important consideration than it truly 

26 Standard errors on the WTP measures are calculated using the Delta Method.  
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is. This is a finding that is common in the differentiated products literature: accounting for 

unobserved product characteristics typically makes the effect of price more negative.  The 

coefficient on distance does not change much when fixed effects are included.   

In contrast, the coefficients on the other college attributes decline substantially.  The 

coefficient on instructional spending actually becomes negative, but is significant only at the 10 

percent level.  The coefficient on our measure of consumption amenities declines as well (odds 

ratio = 1.38), but remains statistically significant and suggests that students are willing to pay 6.6 

percent more for a 100 percent increase in spending on student services.  The odds ratio on 

school mean SAT drops from 1.021 to 1.005 and is significant only at the 10 percent level.  The 

WTP of .001 for school mean SAT in column 3 indicates that students would pay roughly 0.1 

percent more for a 1 percentage point increase in school mean SAT.  In order to attend a top 

quartile school (in terms of this mean SAT measure) instead of a bottom quartile school, a 

student would be willing to pay roughly 4.7 percent more (i.e., .0010 x (79-34) = .0466).  

Columns (4) and (5) include controls for other regional and geographic characteristics 

that may be correlated with college amenities. Column (4) includes controls for the annual 

unemployment rate in the institution’s state and log of the number of high school graduates, to 

control for state-specific labor market conditions and cohort crowding, both of which may 

influence college choice. Neither of these controls is significant or changes the results.  Column 

(5) includes indicators for whether a college is in the student’s home state and region, to account 

for non-linearities in preferences for proximity coupled with changes in the geographic 

distribution of students over time. Both are strong predictors of college choice, but their 

inclusion does not qualitatively change the estimated importance of the other college amenities.27  

Financial aid, which reduces the actual net price students pay, is another source of 

omitted variable bias. If schools that offer more generous financial aid packages are also those 

with higher cost or greater spending, then our base estimates will understate the importance of 

the former and overstate the importance of the latter. Specification (6) addresses this concern by 

using the log of predicted net price (tuition and fees plus room & board minus total grant aid) as 

27 We also estimated specifications that included controls for the cost of living (normalized within year) in each 
college’s city or town, to absorb variation in spending due to higher prices which may not reflect differences in real 
amenities. Again, estimates of students’ willingness to pay for various college amenities are unaffected by this 
control. To address multi-colinearity concerns with including two distinct measures of academic quality 
(instructional spending per student and average SAT scores), we also estimated specifications that exclude average 
SAT score. This has virtually no impact on the other estimates and instructional expenditure remains insignificant. 
These results are available from the authors upon request. 
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the measure of cost. The importance of school mean SAT increases when net price is accounted 

for, as expected, but the importance of price to student decisions is actually diminished. 

Comparing columns (3) and (6), the estimated preferences for services and instruction spending 

is not changed much when net price is accounted for. 

6.3 Preference Estimates: Heterogeneity 

The results presented above suggest that, on average, students value institutions’ 

spending on consumption attributes more than spending on instruction. However, preferences are 

likely to differ between students for many reasons and this preference heterogeneity has 

implications for policy and schools. Preference heterogeneity will impact the elasticies that 

colleges face in response to changes in their characteristics. Failing to adequately capture 

preference heterogeneity thus has the potential to mischaracterize the demand-side incentives 

colleges face.  

To examine how preferences for college attributes vary with observable student 

characteristics, we permit student preferences for college attributes to vary with sex, student 

ability and family income.  Table 6 reports coefficient estimates for models that include 

interactions between these three student characteristics and the five college attributes (odds ratios 

are difficult to interpret with many interactions, so raw coefficients are presented). 

The first specification accounts for selective admissions, but does not include college 

fixed effects. Column (2) includes college fixed effects and column (3) includes fixed effects and 

uses predicted net price as the measure of college cost. Across all three specifications, 

heterogeneity is substantial. Wealthier students (higher SES) are substantially less sensitive to 

price and distance and higher achieving students are less sensitive to distance. Male students are 

more price sensitive than female students. 

High-ability students have a much greater preference for academic quality, both in the 

form of instructional spending and mean SAT.  Interestingly, this pattern changes little when 

school fixed effects are included or when net price is used as the measure of cost. Recall that 

these models account for the predicted probability of acceptance that incorporate the 12th grade 

test scores along with other measures of academic aptitude so this finding is not simply an 

indication of the greater likelihood of acceptance to elite institutions among such students. A 

similar pattern is observed in the preference for school mean SAT, with preference for this 

characteristic increasing with both ability and income. 
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Differences in valuation for consumption amenities by student ability and income is 

much less pronounced, through the net price specification (column (3)) does suggest that higher 

income students have a greater preference for consumption amenities while higher achieving 

students place less value on this. Figures 1 to 5 summarize the variation in predicted WTP across 

our sample, where WTP is predicted using the model estimates for specification (2). Figure 1 

plots the overall distribution of WTP for each college attribute, demonstrating that there is 

substantial predicted heterogeneity in students’ willingness to pay for all college characteristics. 

The WTP for student services and for SAT is positive for almost all members of the sample, yet 

the same is only true for instruction for a limited number of individuals. Figures 2 through 4 

present comparable distributions for certain sub-populations to better quantify the importance of 

student characteristics on preferences. These graphs demonstrate a strong variation in preference 

for academic quality associated with academic preparation. Very high achieving students tend to 

derive greater value from high academic quality. In fact, the distribution of estimated preferences 

for instructional spending does not overlap between students in the top and lowest test score 

terciles. SES does contribute to heterogeneity, particularly on the WTP for student services. 

Preference variation by sex is minimal. 

Figure 5 shows mean WTP for nine subgroups defined by sex, test scores, and SES. 

There is substantial variation in the value placed on consumption and instructional spending, 

with the greatest willingness-to-pay for student services being low-ability, high-income students. 

Instructional spending only has a positive WTP for high-ability, high-SES students.28 Income is 

a strong predictor of preferences, even within ability categories.  

6.4 Interpretation as “Consumption Amenities” 

We have documented a substantial enrollment response to spending on student services and 

auxiliary enterprises, which we interpret as evidence of the importance of consumption 

considerations in students’ decisions. Evidence in favor of this interpretation is presented in 

Table 7. In this analysis, we estimate a model that includes interactions between our five college 

attributes and the three self-reported student “preference” measures described earlier.  Recall that 

these measures are standardized composite variables that reflect how the students, as 12th 

graders, reported the importance of different college characteristics in their decision to enroll in a 

28 In results not reported here, we also find that students are substantially more likely to attend institutions that 
match their background (e.g., Black students attending historically Black colleges, Catholic students attending 
Catholic colleges, etc.). 
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particular school.  We view this specification as a useful check on the validity of our college 

attribute measures.  For example, if spending on student services were really capturing 

something about the consumption value of an institution, we would expect students who report 

that a school’s social life is important to be more likely to attend these institutions.  Similarly, if 

instructional spending were a good proxy for academic quality, students who report academics to 

be very important to them should be more likely to attend schools with higher spending on 

instruction.   Indeed, we find exactly these patterns, bolstering our confidence in the college 

attribute measures we use.29  Furthermore, these estimates control for selective admissions so 

these patterns do not simply reflect differences in the likelihood of acceptance to schools with 

different characteristics between students reporting “social” vs. “academic” factors as being 

important to their decisions. 

7. Implications for Colleges 

We now use our estimates of the college demand model to characterize the consequences of 

student preferences, and their variation across students and between attributes, for institutions. 

We use the estimated conditional logit model to simulate changes in patterns of demand if 

colleges were to alter their characteristics in an attempt to attract students. We took each 

individual college and altered a single characteristic one at a time, while holding all other 

characteristics of it and of all other colleges constant. Then we recorded how the entire pattern of 

enrollment across all colleges changed. For each individual college, we examined responses to 

four changes:  

• 1% increase in cost; 

• 1% increase in spending on services; 

• 1% increase in spending on instruction; and 

• 1 percentile point increase in mean institution SAT.  

The simulated change in enrollment provides a guide to the demand-induced incentives colleges 

have to alter their characteristics. Since colleges may care about different attributes of their 

students, we documented the enrollment response of three student groups: all students, high SES 

29 As an additional test, we examined the relationship between our college attributes and the subjective assessments 
of college “quality of life” and “quality of academics” presented in the Princeton Review guidebooks.  Students 
attending colleges with more spending on student services rate the quality of life of the institution much higher, 
whereas instructional spending has little correlation with subjective quality of life. By contrast, students rate colleges 
with high instructional expenditure or higher student services expenditure as having a better “academic 
environment.” 
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students (those above the 75th percentile), and high achieving students (those above the 75th 

percentile of math test score). Given our analysis sample size of 1261 individual colleges, this 

results in 1,590,121 own- and cross-college enrollment responses to each of the four different 

policy changes.  

Figure 6 plots the distribution of predicted own total enrollment elasticities with respect 

to each of the four college characteristics. The preferred model permits preference parameters to 

vary by sex, math scores, and SES, though the implied distribution of elasticities given the 

homogeneity preference model is shown for reference. Permitting preference heterogeneity for 

individuals results in much greater enrollment elasticity variation across schools since it permits 

the marginal student at each school to have different preferences and hence different 

responsiveness to institutional characteristics.30  

Consider first the distribution of price elasticties shown in the top-left panel.  The entire 

distribution of elasticities falls to the left of zero, indicating that all schools experience a 

downward sloping demand curve (i.e., a negative enrollment response to higher tuition). Overall 

demand is very price-elastic: the median price elasticity among colleges is -0.045, indicating that 

a 1% increase in tuition is associated with a 4.5% decrease in total enrollment.  The panel in the 

top-right corner shows that all colleges  are estimated to have a positive total enrollment 

response to marginal increases in student services spending. While most colleges are estimated to 

have a positive total enrollment response to marginal improvements in average SAT score, 

roughly 22 percent of institutions in our sample are estimated to have a negative elasticity of 

enrollment with respect to improvements in mean SAT score.  Consistent with the results 

presented in Table 5, the vast majority of colleges appear to have a negative total enrollment 

response to increases in instructional spending. 

Figure 7 plots the implied own-elasticities for enrollment of high SES and of high 

achieving students.  However, each distribution still includes one elasticity per college.  High 

achieving students are particularly responsive to improvements in academic quality, both in the 

form of average SAT and instructional spending.  In fact, high achieving students are the only 

subgroup that responds positively to instructional spending; almost all colleges can attract more 

high achieving students by increasing instructional spending, though this usually comes at a cost 

30 Even with no preference heterogeneity, there is still limited variation in responsiveness across colleges due to 
differences in the distribution of distances and costs across students. 
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to their ability to attract other students. There is less variation in the responsiveness to student 

services spending across institutions. Most institutions can increase total or high SES enrollment 

by increasing student services, though the response of  high-achieving students is smaller. The 

implication is that most colleges face a trade-off: increases in instructional spending will attract 

high achieving students, but may deter enrollment from a broader student body. Increases in 

service spending, however, will attract all types of students (though disproportionately lower-

achieving students).  

What predicts this variation in enrollment responsiveness across institutions? Do low 

SAT schools face a different demand response when they change their characteristics than their 

more selective peers? Figure 8 depicts the total enrollment own-elasticity with respect to the four 

college characteristics, by average student SAT score percentile at baseline. Though the own-

price elasticity is similar across institutions with very different levels of selectivity, there are 

clear differences in responsiveness to other college characteristics. For instance, less selective 

schools (i.e., schools with low average student SAT scores) experience a greater enrollment 

response to a one percent change in student service spending than more selective schools. This is 

due, in part, to the fact that students on the margin of attending these institutions are lower ability 

students who are more sensitive to student service spending than their higher-ability peers.  By 

contrast, the responsiveness of enrollment to changes in academic quality is higher at more 

selective schools. Students on the margin of attending more selective schools tend to place 

greater value on academic quality.  

Figure 9 repeats this analysis for two important student subgroups: high achieving and 

high SES students. High achieving students are less responsive to service spending and more 

responsive to academic quality overall, but the difference in responsiveness across institutions of 

different selectivity levels is more muted. One implication is that institutions of very different 

selectivity face relatively similar incentives for attracting the most high-achieving students, but 

very different incentives when trying to attract students overall. The responsiveness of high SES 

students follows a similar pattern as students overall. 

  Figure 10 repeats this analysis, but using the estimates from the model with no student 

preference heterogeneity.  This graph demonstrates how important it is to account for preference 

heterogeneity – without it the response to all characteristics appears to be similar across 

institutions and student groups. This pattern can be both quantitatively and even directionally 
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incorrect since some colleges may face negative enrollment responses when they increase 

instruction or academic quality, while other colleges may see a positive response overall or for 

certain subgroups. Heterogeneity in institution response and incentives is masked without 

allowing for individual preference heterogeneity.   

 How do the actions of other institutions impact own-institution enrollment? Our 

simulations also reveal the cross-institution elasticities, such as how the enrollment at one school 

changes when another school raises its price or spends more on student services. While there are 

many ways one could examine these cross-elasticities, Figure 11 summarizes how enrollment 

responds to colleges within and across selectivity groups, operationalized by SAT quintiles. The 

four panels show the pattern of cross-elasticities for changes in four different college 

characteristics.  Within each panel, the height of the bars represent the median percent 

enrollment change at schools in SAT quintile j when a single school in SAT quintile k changes a 

characteristic.   For instance, the first bar in the top left panel represents the median enrollment 

response of colleges in the bottom SAT quintile to a reduction in cost at individual colleges in 

this same quintile.  The next bar is the response at schools in the first quintile to an increase in 

cost at individual colleges in the second quintile (j=2).  

Looking across the entire set of histograms, several interesting patterns are evident.  First, 

colleges are generally more responsive to changes at schools with similar mean SAT scores.  On 

Figure 11, this can be seen by comparing the height of bars for a given k group across the j group 

categories. Schools do have the largest impact on other schools in their same SAT group. Given 

earlier results that schools in different selectivity groups have different incentives for influencing 

enrollment, the relative high within-group cross-elasticities may reinforce these differences in 

incentives across groups. 

Second, the cross-responses are asymmetric.  Enrollment in colleges at all selectivity 

levels is responsive to changes in highly selective colleges, while enrollment at these more 

highly selective colleges are largely unaffected by changes in less selective colleges.  This is 

particularly true in the market for high-achieving students, whose enrollment decisions are 

particularly sensitive to the characteristics of top-tier schools.  

In results not reported, simulations that treat preferences as homogeneous will tend to 

understate the competitive pressure that schools face from close competitors in their SAT 

quintile, while overstating demand pressure from cross-groups. 
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8. Conclusions 

We find that students do appear to value several college attributes which we categorize as 

“consumption” because their benefits arguably accrue only while actually enrolled. For instance, 

college spending on student activities, sports, and dormitories are significant predictors of 

college choice, unlike spending on instruction and academic support.  Specifically, we estimate 

that students would be willing to pay 7 percent more to attend a school that spends 100 percent 

more on student and auxiliary services (dorms, sports, and food service) but is unwilling to spend 

more to attend a college that spends more on instruction (in fact the point estimate is negative). 

However, there is significant heterogeneity of preferences across students, with higher achieving 

students having a greater willingness-to-pay for academic quality than their less academically-

oriented peers.  

The existence of significant preference heterogeneity has important implications for how 

colleges can attract students. Our simulations suggest that policies that reallocate financial 

resources away from these non-academic aspects to instruction would not enable most schools to 

attract more or better students. However, since student preferences for college attributes are very 

heterogeneous, different colleges face very different incentives for changing their characteristics 

depending on their current student body and those they are trying to attract. Less selective 

schools face higher total enrollment elasticities with respect to spending on services than more 

selective schools, whereas it is the reverse for spending on instruction and academic quality. In 

fact, our estimates suggest that less selective schools will actually harm enrollment by improving 

academic quality. However, in the market for high achieving students, this pattern is much more 

muted with institutions having comparable incentives for investing in academic quality.  

More generally, our results suggest that colleges compete for students on many 

dimensions – price, consumption amenities, academics – and that different students respond 

differently to these attributes because preferences are so heterogeneous. This highlights two 

broad areas for future research. First, it would be natural to extend this analysis to understand the 

behavior of colleges. In principle one could uncover colleges’ objectives, given their actions and 

the demand-side incentives that student preferences create. For students, our analysis could be 

extended to understand how differences in preferences influence how students engage with 

college and persist. Variation in preferences for consumption and academics between students is 

one possible explanation for differences in college completion that has not been explored. 
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 Table 5 (Specification 4).

Distribution of Willingness-to-Pay for Attribute

40



Figure 2
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Figure 3
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Figure 4 
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Figure 5 
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Figure 6 
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Notes: Each graph plots the distribution of the percent change in enrollment at each individual college if
this college were to change a single characteristic.
Enrollment response is simulated using the estimated choice model in Table 6 (Specification 2) which includes interactions between college
and student characteristics.
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Figure 7 
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Notes: Each graph plots the distribution of the percent change in enrollment at each individual college if
this college were to change a single characteristic.
Enrollment response is simulated using the estimated choice model in Table 6 (Specification 2) which includes interactions between college
and student characteristics. Distribution for total enrollment is indicated by shaded distribution in background.
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Figure 8 
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Each point represents a separate simulation where the characteristic of a single college is changed in isolation.
Enrollment response is simulated using the estimated choice model in Table 6 (Specification 2) which includes interactions between college
and student characteristics. Graph includes both linear and smoothed prediction lines. Lowess smoothed lines use a bandwidth of 0.20

by Institution Average Student SAT
Total Enrollment Response to Change in Own College Characteristic
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Figure 9 
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Each point represents a separate simulation where the characteristic of a single college is changed in isolation.
Enrollment response is simulated using the estimated choice model in Table 6 (Specification 2) which includes interactions between college
and student characteristics. Graph includes both linear and smoothed prediction lines. Lowess smoothed lines use a bandwidth of 0.20. 
For clarity, scatter plot only shows 200 random observations.

by Institution Average Student SAT
Enrollment Response to Change in Own College Characteristic
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Figure 10 
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Each point represents a separate simulation where the characteristic of a single college is changed in isolation.
Enrollment response is simulated using the estimated choice model in Table 5 (Specification 3).
Lowess smoothed lines use a bandwidth of 0.20. For clarity, scatter plot only shows 200 random observations.

by Institution Average Student SAT

Enrollment Response to Change in Own College Characteristic
No Preference Heterogeneity
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Figure 11 
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Bars represent the median percent enrollment change at schools in SAT quintile j when a single school in SAT 
quintile k (along x-axis) changes a characteristic. Median is calculated across all pairs in the j-k cell. Sample includes all 1261 X 1260 cross elasticitie
Enrollment response is simulated using the estimated choice model in Table 6 (Specification 2) which includes interactions between college
and student characteristics.

Median Change by SAT Quintile
Enrollment Response to Change in Competitor Characteristic
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Table 1. College Summary Statistics

mean (std. dev.) public private public private
In‐State Tuition 3,584 14,712 5,560 20,827

(1,476) (5,647) (2,356) (7,302)

Out‐of‐State Tuition 9,191 14,773 13,667 20,869
(3,177) (5,575) (4,504) (7,246)

Room and Board 5,349 6,021 7,098 7,323
(1,643) (1,844) (1,504) (1,776)

Freshmen Fall Enrollment 1,307 429 1,607 501
(1,051) (448) (1,436) (504)

Full‐Time Equivalent Enrollment 8,513 2,251 9,649 2,853
(7,695) (2,950) (8,989) (3,552)

Instructional and Academic Support $ per FTE 7,751 8,049 8,490 10,075
(3,574) (4,548) (3,647) (5,359)

Student Services and Auxiliary Support $ per FTE 3,394 5,236 3,726 6,438
(1,565) (2,624) (1,794) (2,880)

Median or mean SAT Ptile 57.97 64.47 51.77 58.79
(15.99) (17.40) (16.06) (18.63)

Highest degree offered is BA 0.17 0.41 0.17 0.31
(0.38) (0.49) (0.37) (0.46)

Highest degree offered is MA 0.47 0.43 0.42 0.46
(0.50) (0.50) (0.49) (0.50)

Highest degree offered is PhD 0.36 0.16 0.41 0.23
(0.48) (0.37) (0.49) (0.42)

Number of Schools 530 879 570 887

1992 2004

Notes: All spending variables are deflated by the CPI-U and are in 2009 dollars.
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Table 2. Pair‐wise Correlations of College Characteristics

Log In-State 
Tuition + 

RBR

Log Out-of-
State 

Tuition + 
RBR

Log 
Services 
Spending

Log 
Instructional 

Spending
Mean 
SAT

Log In-State Tuition + RBR 1.000
Log Out-of-State Tuition + RBR 0.861 1.000
Log Services Spending 0.633 0.588 1.000
Log Instructional Spending 0.513 0.648 0.597 1.000
Mean SAT 0.492 0.608 0.489 0.634 1.000

Log In-State Tuition + RBR 1.000
Log Out-of-State Tuition + RBR 0.889 1.000
Log Services Spending 0.580 0.592 1.000
Log Instructional Spending 0.434 0.602 0.547 1.000
Mean SAT 0.483 0.564 0.491 0.588 1.000

Log In-State Tuition + RBR 1.000
Log Out-of-State Tuition + RBR 0.845 1.000
Log Services Spending 0.111 0.086 1.000
Log Instructional Spending 0.091 0.076 0.457 1.000
Mean SAT 0.019 0.019 0.019 0.067 1.000

Correlations in 2004

Correlations in 1992

Correlation of difference 2004-1992

Notes: Each cell is the college-level pair-wise (unweighted) correlation between each pair of variables. 
Correlations where observations are weighted based on the number of individuals choosing the school in our 
sample are very similar, both qualitatively and quantitatively. Estimates in italics indicate correlation is not 
significant at the 95% level. All other correlations are significant. 
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Table 3: Student Characteristics

1992 2004

Number of students in our analysis sample 4,088 5,753

Background Characteristics of Analysis Sample

Male 0.47 0.44
Asian/Pacific Islander 0.05 0.06
Hispanic 0.07 0.08
Black 0.10 0.11
White 0.77 0.71
Jewish 0.04 0.02
Protestant 0.41 0.30
Catholic 0.32 0.29
Christian 0.09 0.15
Other Religion 0.04 0.04

Characteristics of institution student attended

Tuition and fees 8,864 12,295
Distance from institution to home (miles) 190 208
School Mean SAT (percentile) 66.46 60.82
Spending on instruction/fte ($2009) 9,559 11,226
Spending on student services/fte ($2009) 4,559 5,113
Historically Black College 0.05 0.05
Historically Male College 0.01 0.01
Historically Female College 0.02 0.02
Catholic College 0.07 0.07
Protestant College 0.11 0.11

Percent of high school seniors listing the following characteristics 
as very important:

Reputation of College 49.6% 57.7%
Courses Available 62.5% 66.5%
Low Costs 30.9% 35.6%
Availability of Financial Aid 45.7% 57.3%
Athletics 9.5% 14.8%
Social Life 21.6% 30.0%

Standardized composite measure of importance of various college 
characteristics in analysis sample* 

Academics (courses, reputation) 0.26 0.34
Cost (low costs, availability of financial aid) -0.13 -0.01
Social Life (athletics, social life) -0.03 0.17

*Simple item average, standardized with 1972 mean and s.d.
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Table 4: Conditional Logit Estimates of the Predictors of College Choice, Separate Cross-sections

Independent Variables (1) (2) (3) (4) (5) (6) (7) (8)
Log (Tuition, Fees, Room & Board) 0.164*** 0.132*** 0.147*** 0.139*** 0.162*** 0.148*** 0.166*** 0.146***

(0.007) (0.006) (0.006) (0.006) (0.007) (0.006) (0.007) (0.006)
Log (Distance) 0.322*** 0.318*** 0.316*** 0.320*** 0.340*** 0.337*** 0.336*** 0.339***

(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)
Log (Spending on Student Services/fte) 2.452*** 2.673*** 2.508*** 1.611*** 1.819*** 1.607***

(0.118) (0.128) (0.123) (0.053) (0.058) (0.053)
Log (Spending on Instruction/fte) 1.987*** 1.295*** 1.471*** 1.453*** 1.506*** 1.192*** 1.444*** 1.559***

(0.088) (0.068) (0.074) (0.079) (0.055) (0.049) (0.056) (0.069)
School Mean SAT (percentile) 1.017*** 1.012*** 1.018*** 1.019*** 1.015*** 1.023***

(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Log (Lagged first time freshman enrollment) 1.659*** 1.819*** 1.899*** 1.787*** 1.893*** 2.036*** 2.200*** 2.046***

(0.037) (0.042) (0.043) (0.040) (0.032) (0.037) (0.040) (0.036)
Institution state unemployment rate 0.965*** 0.978* 0.970** 0.989 1.004 0.989 0.967* 0.970

(0.012) (0.013) (0.012) (0.013) (0.019) (0.019) (0.018) (0.019)

Accounting for probability of admissions No No No Yes No No No Yes

Number of observations 3,989,091             3,989,091      3,989,091      3,989,087      6,361,028      6,361,028      6,361,028      6,361,028      

*** p<0.01, ** p<0.05, * p<0.1
Notes: Odds ratios and robust standard errors shown above.

High School Graduates in 1992 High School Graduates in 2004
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Table 5: Conditional Logit Estimates of the Predictors of College Choice, No Preference Heterogeneity (Odds Ratios Reported)

Independent Variables (1) (1) (2) (3) (4) (5) (6)
Log (Tuition, Fees, Room & Board) 0.106 *** 0.143 *** 0.145 *** 0.008 *** 0.008 *** 0.083 *** 0.053 ***

(0.0025) (0.0041) (0.0042) (0.0006) (0.0006) (0.0076) (0.0034)
Log (Distance) 0.331 *** 0.329 *** 0.331 *** 0.350 *** 0.351 *** 0.468 *** 0.309 ***

(0.0019) (0.0020) (0.0020) (0.0033) (0.0033) (0.0050) (0.0027)
Log (Spending on Student Services/fte) 1.229 *** 1.854 *** 1.865 *** 1.378 *** 1.367 *** 1.238 ** 1.236 **

(0.0269) (0.0499) (0.0509) (0.1316) (0.1306) (0.1083) (0.1133)
Log (Spending on Instruction/fte) 1.753 *** 1.223 *** 1.512 *** 0.785 * 0.786 * 0.815 0.760 **

(0.0476) (0.0392) (0.0515) (0.1130) (0.1129) (0.1078) (0.1064)
School Mean SAT (percentile) 1.025 *** 1.014 *** 1.021 *** 1.005 * 1.005 1.005 ** 1.016 ***

(0.0008) (0.0009) (0.0009) (0.0030) (0.0030) (0.0026) (0.0028)
Institution state unemployment rate 1.038 0.978

(0.0261) (0.0267)
Log(high school grads in institution state) 1.212 1.136

(0.3333) (0.3428)
College located in the student's home state 4.799 ***

(0.2513)
College located in the student's census region 1.988 ***

(0.0900)
Log (Lagged first time freshman enrollment) No Yes Yes No No No No
Accounting for Probability of Admissions No No Yes Yes Yes Yes Yes
College Fixed Effects No No No Yes Yes Yes Yes
Log (Predicted net price) used as cost measure No No No No No No Yes

Number of observations 10,350,115          10,350,115          10,350,115          10,350,115          10,350,115          10,350,115          10,350,115       

Willingness-to-Pay (s.e.)
Log (Distance) -0.491 -0.572 -0.573 -0.217 -0.217 -0.305 -0.401

(0.0065) (0.1010) (0.0101) (0.0041) (0.0041) (0.0107) (0.0089)
Log (Spending on Student Services/fte) 0.092 0.318 0.323 0.066 0.065 0.086 0.072

(0.0108) (0.0144) (0.0146) (0.0179) (0.0179) (0.0338) (0.0288)
Log (Spending on Instruction/fte) 0.250 0.104 0.214 -0.050 -0.050 -0.083 -0.094

(0.0130) (0.0163) (0.0169) (0.0271) (0.0270) (0.0512) (0.0440)
School Mean SAT (percentile) 0.011 0.007 0.011 0.001 0.001 0.002 0.005

(0.0004) (0.0004) (0.0005) (0.0005) (0.0005) (0.0010) (0.0009)

*** p<0.01, ** p<0.05, * p<0.1

Dept Variable: College Chosen by High School Graduates in 1992 and 2004

Notes: Odds ratios and robust s.e. shown above.  Spending on student services also includes spending on auxilary enterprises (primarily food service and dorms). Instruction includes both instruction and 
academic support services.
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Table 6: Conditional Logit Estimates of the Predictors of College Choice, Heterogeneity by Observable Student Characteristic

Independent Variables
Est. (S.E.) Est. (S.E.) Est. (S.E.)

Log (Tuition, Fees, Room & Board) -2.076 *** (0.0505) -4.812 *** (0.0875) -3.987 *** (0.0872)
X male -0.206 *** (0.0635) -0.217 *** (0.0708) -0.183 ** (0.0821)
X math score (standardized) 0.058 (0.0437) 0.011 (0.0517) -0.038 (0.0611)
X SES (standardized) 0.337 *** (0.0368) 0.301 *** (0.0415) 0.326 *** (0.0493)

Log (Distance) -1.248 *** (0.0106) -1.216 *** (0.0132) -1.268 *** (0.0128)
X male 0.015 (0.0125) 0.014 (0.0136) 0.008 (0.0135)
X math score (standardized) 0.080 *** (0.0086) 0.098 *** (0.0095) 0.096 *** (0.0095)
X SES (standardized) 0.144 *** (0.0074) 0.153 *** (0.0081) 0.158 *** (0.0079)

Log (Spending on Student Services/fte) 0.634 *** (0.0401) 0.380 *** (0.1070) 0.211 ** (0.1058)
X male -0.069 (0.0514) -0.074 (0.0619) -0.115 * (0.0588)
X math score (standardized) -0.006 (0.0332) -0.069 (0.0444) -0.158 *** (0.0420)
X SES (standardized) 0.041 (0.0293) -0.011 (0.0363) 0.289 *** (0.0343)

Log (Spending on Instruction/fte) -0.277 *** (0.0534) -1.019 *** (0.1573) -1.078 *** (0.1583)
X male 0.104 * (0.0625) 0.095 (0.0700) 0.096 (0.0716)
X math score (standardized) 0.491 *** (0.0418) 0.581 *** (0.0539) 0.664 *** (0.0548)
X SES (standardized) 0.109 *** (0.0365) 0.152 *** (0.0428) 0.031 (0.0436)

School Mean SAT (percentile) 0.007 *** (0.0013) -0.012 *** (0.0033) -0.006 * (0.0033)
X male -0.005 *** (0.0018) -0.006 *** (0.0020) -0.006 *** (0.0021)
X math score (standardized) 0.025 *** (0.0012) 0.031 *** (0.0015) 0.040 *** (0.0015)
X SES (standardized) 0.009 *** (0.0010) 0.011 *** (0.0012) 0.014 *** (0.0012)

Log (Lagged first time freshman enrollment) Yes No No
Accounting for Probability of Admissions Yes Yes Yes
College Fixed Effects No Yes Yes
Log (Predicted net price) used as cost measure No No Yes

Number of observations 10,350,115          10,350,115          10,350,115          

*** p<0.01, ** p<0.05, * p<0.1

Dept Variable: College Chosen by High School Graduates in 1992 and 2004
(1) (2) (3)

Notes: Odds ratios and robust s.e. shown above.  Spending on student services also includes spending on auxilary enterprises (primarily food service and dorms). I
includes both instruction and academic support services.
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Table 7: Conditional Logit Estimates of the Predictors of College Choice, Heterogeneity by Stated Preference
11

Dept Variable: College Chosen by High School Graduates in 1992 and 2004
Independent Variables

Est. (S.E.)
Log (Tuition, Fees, Room & Board) -4.918 *** (0.0813)

X social life important (standardized) 0.033 (0.0253)
X expenses important (standardized) -0.256 *** (0.0345)
X academics important (standardized) 0.112 *** (0.0309)

Log (Distance) -1.101 *** (0.0105)
X social life important (standardized) 0.092 *** (0.0080)
X expenses important (standardized) -0.257 *** (0.0110)
X academics important (standardized) 0.039 *** (0.0103)

Log (Spending on Student Services/fte) 0.278 *** (0.0991)
X social life important (standardized) 0.122 *** (0.0356)
X expenses important (standardized) -0.147 *** (0.0504)
X academics important (standardized) 0.031 (0.0446)

Log (Spending on Instruction/fte) -0.338 ** (0.1485)
X social life important (standardized) -0.097 ** (0.0398)
X expenses important (standardized) -0.305 *** (0.0563)
X academics important (standardized) 0.275 *** (0.0512)

School Mean SAT (percentile) 0.003 (0.0031)
X social life important (standardized) 0.000 (0.0011)
X expenses important (standardized) -0.019 *** (0.0015)
X academics important (standardized) 0.005 *** (0.0013)

Accounting for Probability of Admissions Yes
College Fixed Effects Yes
Log (Predicted net price) used as cost measure No

Number of observations 10,350,115          

*** p<0.01, ** p<0.05, * p<0.1

(1)

Notes: Odds ratios and robust s.e. shown above.  Spending on student services also includes spending on auxilary enterprises (primarily food service 
and dorms). Instruction includes both instruction and academic support services. Stated preference is constructed by combining answers to several 
questions about the importance of various factors in college decision into three categories: social life (including athletics), costs (low cost, availability 
of financial aid), and academics (course offerings and reputation).
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